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## Exercise 1. Hands-on experience [20 pt]

# (a) Report your accuracy score (provided to you by the web application).

My accuracy score is 0.1440543.

# (b) While accuracy is important, the goal is to gain hands-on experience. Summarize your actions, how did you start? what did you try?

I did this exercise in Python, because I wanted to play around with KerasTuner (<https://keras.io/keras_tuner/>). I started off with a simple model. 3 layers (different number of neurons ranging form 8 to 256), ‘relu’ activation function and ‘Adam’ optimizer. I also tried different epochs. After spending a lot of time manually tuning the model I couldn’t get anywhere near the scores I saw fellow students post in the Whatsapp group. I struggled with heuristic nature of getting my model to perform better. I then learned about KerasTuner, and this is what I used to get the final model with a score of approximately 0.14. I dit the following to obtain these results:

1. I wanted to use 3 layers, based on existing research on similar datasets
2. Each layer should consists of at least 32 neurons and should increase stepwise by 32, with a max of 512.
3. The model should use the ‘relu’ activation function.
4. Adam optimizer.
5. I also implemented a dropout rate after every hidden layer to counter overfitting. Minimum value of 0.1, maximum value of 0.5.
6. Lastly, I manually added early stopping, because this seemed to increase accuracy.

The hyperparamters of the final model where as follows.

Number of epochs: 100 Batch size: 2^6 Hidden layers: 3 Neurons per layer: 369, 269, 81 Activation function: Relu Regularization: Early stopping with patience of 5 Optimizer: Adam optimizer

Increasing the number of neurons per layer, the choice in optimizer had the most significant impact on performance of the model. I used the RMSL metric on the test data to compare the different models. What I took away from this exercise is that getting the perfect model is kind off messy, you have to try lots of different hyperparameters, while keeping others constant. It is very fun, once you get the hang of it and you get a grasp for which nobs to turn to get better results. Fun exercise!

## Exercise 2. Training deep learning models [20 pt]

# (a) Explain in your own words what do 𝑔(⋅)(𝑥) represent?

I like to think of this as a function that takes the input values on the left, does some mathematical operations on them and extracts useful patterns from the input data (by tweaking the weights of the inputs etc.). The specific transformation performed by this neuron is determined by the activation function associated with the neuron (relu, sigmoid etc.). These activation functions introduce non-linearity to the computations of the neuron and by doing this we can capture even the most complex of relationships between inputs and the output.

# (b) Explain in your own words what does 𝑓(𝑔(𝑥)) represent?

In the most simplest of terms; this obviously represents the final output of the neural network, as a result of applying a transformation function f() to the outputs of the hidden layers represented by g(x). To go in to more detail; the hidden layer performs computations on the input data to extract meaningful features. Each neuron in this hidden layer g(x) contributes to this. The specific computations performed by each neron are determined by their own activation functions. Once the inputs have been transformed by the hidden layer, these are passed on to the ‘output layer’. In this layer, the function f() is applied to the outputs of the hidden layer and produces a final output of this layer. Whatever this function is depends on the problem your solving. It could be sigmoid, softmax, linear activation function etc.

# (c) Is this a deep learning model? Why or why not?

I would say this model, with only 1 layer, is not a deel LEARNING model. Generally, a deep learning model involves neural networks with multiple layers. Each layer in this network ‘learns’ to understand different aspects of the data. Considere the following example; you’re trying to recognize certain objects(busses, cats, cars, whatever) in images, the first layer might learn to recognize basic shapes, like lines or edges. The next hidden layer will try to build on this by combining these shapes to recognize more complex patterns, like curves and corners. The deeper you go in to the network, the more complex features a layer learns to recognize. Finally, the last layer (output layer) can use all this information to make predictions about the objects in an image. By using multiple layers, the neural network can learn to understand the data at different levels of complexity.

# (d) How is this network trained? Describe the evolution of the accelerated stochastic gradient descent optimization algorithms. Use the following order: Momentum⇒ Adagrad ⇒ Adadelta ⇒ RMSprop ⇒ Adam.

I did a quick google search of the methods commonly used in the training of neural networks, besides the accelerated SGD, and I got the following. Conjugate Gradient, Limited-memory BFGS, Levenberg-Marquardt, Hessian-Free Optimization, Evolutionary Algorithms. I will not go into detail considering these and will focus on the accelerated SGD algorithms in order.

Momentum: This is an optimization algorithm that accelerates the learning process in order to overcome a local minimum. It builds up velocity and deliberately ‘overshoots’ in order to overcome ‘flat’ areas if the loss and converge faster toward the minimum.

Adagrad: Adagrad builds on momentum by adapting the learning rate for each parameter based on its historical gradients. It gives more importance to infrequent features and less importance to frequently occurring features. By individually adjusting the learning rate for each parameter, Adagrad can effectively handle sparse or rare features. It ensures that updates are significant for less frequently occurring parameters and smaller for frequently occurring parameters.

Adadelta: This algorithm improves on Adagrad by introducing a more sophisticated adaptive learning rate scheme. What does this mean? Instead of considering all of the previous gradients, adadelta only keeps track of a fixed window of past gradients. This allows its to adapt more smoothly and takes away the need to manually tune the learning rate in order to combat a stagnating learning rate.

RMSprop: This algorithm builds on Adadelta by introducing an exponentially weighted moving average of the squared gradients. RMSprop helps stabilize the learning process and balances the updates across different parameters. By doing this, it adresses certain situations where some gradients are large and others are small. This ensures a more controlled and effective learning rate for each parameter.

Adam: Adam combines the momentum and RMSprop. Adam adapts the learning rate for each parameter based on the average gradient and the accumulated momentum. It provides a balanced update strategy that adapts to the needs of different parameters during the optimization process.

To summarize the above: Each algorithm adds improvements and refinements to the previous one. Momentum introduces accumulated velocity, Adagrad adapts the learning rate based on historical gradients, Adadelta introduces a more sophisticated adaptive learning rate scheme, RMSprop adds an exponentially weighted moving average of squared gradients for stability, and Adam combines momentum and RMSprop to provide an adaptive and intelligent update strategy. These advancements in the algorithms enhance the optimization process, leading to faster convergence and improved performance in training neural networks.

# (e) You are presented with Figure 2. These are two images of two different data: You are asked to recommend a model to help distinguish between the grey classand black class data points, based on their x, y values. You have decided to use neural network. What would you advice in terms of network architecture? Brieflyand clearly outline your considerations.

Left graph:

Looking at the graph there seems to be a linear relationship within the grey and the black points, so a linear model might be sufficient. We can use a single-layer pereceptron, also known as a linear classifier, to model the relationship between the points. This consists of an input layer with two neurons (x,y) and an output layer with one neuron representing the predicted class. The activation function for this output layer can be linear. This allows the model to perform linear transformations and make predictions bases on the ‘learned’ linear relationship. This is a binary classification task, so we will use the binary cross entropy loss function. As for the optimizer, we can use Adam or RMSprop.

Right graph:

Since this graph shows significant overlap between grey and black points, we cannot get away with a linear model. We have to consider a non linear classifier to achieve better seperation between the classes. We have to use multiple layers to account for this non-linearity, at least 1 hidden layer. These layers will introduce non-linear activation functions and alklow the network to learn complex representations of the data. The architecture will look as follows: the input layer with two neureons (x,y), the number of neurons in the hidden layer must be determined by trial and error. We can use a non-linear activation function like Relu or Tanh. Output layer will have one neuron, for binary classification we can use the sigmoid activation function that produces a probiblity between 0 and 1. For the optimizer we can use Adam or RMSprop.

# (f) In Keras fit function. Explain what is the shuffle argument. What should be the default for this argument in your opinion, why?

In short, the shuffle argument determines whether the training data should be shuffled before each epoch during training. The order of the training data is randomly changed. There is lots of arguments for shuffling (generalization, reducing overfitting, breaking dependence) and lots of arguments against (time-series data, reproducibility or results). The choice of this argument highly dependent on the task and the characteristics of the data set. Therefore, I would say this argument should default to False.

# (g) A neural network has 11 explanatory variables and two hidden layers, where the first hidden layer has 10 neurons and the second hidden layer has 4 neurons, how many (trainable) parameters are there in the network? You decide to add one more neuron to the second hidden layer hoping for improved accuracy, how many (trainable) parameters are added to the model?

First model: Number of (trainable) parameters = (number of weights in first hidden layer) + (number of biases in first hidden layer) + (number of weights in second hidden layer) + (number of biases in second hidden layer) + (number of weights in output layer) + (number of biases in output layer) Number of parameters = 110 + 10 + 40 + 4 + 4 + 1 = 169 parameters

Second model:

Number of parameters = (number of weights in first hidden layer) + (number of biases in first hidden layer) + (number of weights in second hidden layer) + (number of biases in second hidden layer) + (number of weights in output layer) + (number of biases in output layer)

Number of parameters = 110 + 10 + 50 + 5 + 5 + 1 = 181 parameters

We’ve added 12 trainable parameters to the model.

# (h) In Figure 3 you are presented with two cost curves (both for the same model): Explain why, while the top curve is decreasing only on average (not at every iteration) the bottom curve is invariably decreasing.

The first cost curve, which sometimes goes up and sometimes goes down, indicates that the model’s performance is not consistently improving. During training, the model encounters fluctuations in its ability to minimize the cost. Model might be getting stuck in a local minimum or struggling to find optimal parameters.

The second cost curve decreases in a very smooth way, which would indicate that the performance of the model is consistently improving with each iteration.

The difference between these cost curves can most likely be attributed to either the choice of optimization algorithm or the learning rate.

#(i) For the simple network presented in Figure 4, assume the 𝑤(1,1) and 𝑤(1,2) are estimate to be 4 and -0.5 respectively. 𝑤(2,1) is estimated as 𝑤(2,1) = 1. What is the value of the hidden unit 𝑔(1)(𝑥1, 𝑥2) for the sample point 𝑥1 = 1 and 𝑥2 = 6 (assume that 𝑔(1) is the sigmoid activation function)? What is the the value of 𝑓 (𝑔(𝑥1, 𝑥2)) when 𝑔(1) is the sigmoid activation function and 𝑓 is also a sigmoid activation function?

The value of the hidden unit 𝑔(1)(𝑥1, 𝑥2) is determined by the weighted sum of the inputs, passed through the sigmoid function: g(1)(x1, x2) = sigmoid(w(1,1) \* x1 + w(1,2) \* x2)

If we fill this in we get the following: g(1)(1, 6) = sigmoid(4 \* 1 + (-0.5) \* 6) = sigmoid(4 - 3) = sigmoid(1) = 0.731

Value of the hidden unit is 0.731

The value of 𝑓 (𝑔(𝑥1, 𝑥2)) when both 𝑓 and 𝑔(1) are the sigmoid activation function can be calculated as follows: f(g(1)(x1, x2)) = sigmoid(g(1)(x1, x2)) = sigmoid(0.731) = 0.675

# (j) For the same values, what is the value of f (g(x1, x2)) when g(1) is the hyperbolic tangent activation function and f , as before, is the sigmoid activation function?

We can use the following formulas to calculate this:

g(1)(x1, x2) = tanh(w(1,1) \* x1 + w(1,2) \* x2) = tanh(4 \* 1 + (-0.5) \* 6) = tanh(4 - 3) = tanh(1) = 0.7616

We can impute this into the formula for f(g(1)(x1, x2)), remember the activation function for f is stil sigmoid.

f(g(1)(x1, x2)) = sigmoid(g(1)(x1, x2)) = sigmoid(tanh(1)) = 0.6819

# (k) Assuming the tangent activation function is used for the hidden unit, what would be the output value of 𝑓 (𝑔(𝑥1, 𝑥2)) for a regression problem with 𝑓 as the linear activation function (recall that 𝑤(2,1) = 1)?

The output value of 𝑓(𝑔(𝑥1,𝑥2)) for a regression problem with 𝑓 as a linear activation function would be equal to g(x1, x2). We previously calculated this: g(1)(x1, x2) = tanh(w(1,1) \* x1 + w(1,2) \* x2) = tanh(4 \* 1 + (-0.5) \* 6) = tanh(4 - 3) = tanh(1) = 0.7616

## Exercise 3. Representation learning [20 pt]

# (a) Provide two other types of Autoencoder (AE) that differ from the plain vanilla version presented in class. Support your answer with an academic reference that discusses the rationale behind each variant and the unique characteristics that distinguish them from the vanilla AE.

Variational Autoencoder (VAE): The Variational Autoencoder (VAE) is a type of autoencoder that incorporates probabilistic modeling and latent variable learning. It differs from the plain vanilla autoencoder by introducing a probabilistic interpretation of the latent space. VAEs aim to generate new data points by sampling from the learned latent space distribution. Kingma, D.P. and Welling, M. (2013) Auto-Encoding Variational Bayes. <https://arxiv.org/abs/1312.6114>

Contractive Autoencoder:Contractive Autoencoders incorporate an additional regularization term in the objective function to enforce the model to learn robust representations that are less sensitive to small perturbations in the input data. By adding a penalty term based on the Frobenius norm of the Jacobian of the hidden layer activations with respect to the input, contractive autoencoders explicitly encourage the model to learn stable and invariant representations.

Rifai, S., Vincent, P., Muller, X., Glorot, X., & Bengio, Y. (2011). Contractive auto-encoders: Explicit invariance during feature extraction. In Proceedings of the 28th International Conference on Machine Learning (ICML) (pp. 833-840). <http://machinelearning.org/archive/icml2011/papers/618_icmlpaper.pdf>

# (b) AE falls under the umbrella of unsupervised learning. There are many ways in which we can auto-encode. Suggest at least one way in which we can compare and evaluate two different ways.

One way to compare different AE methods is by assessing the quality of the reconstructed output. This process is called Data Reconstruction Evaluation. You split the data in a training and test set, you train two AE’s using different methods, calculate a reconstruction error metric and finally compare the two. By comparing these you get a sense of how well each method captures and reproduces the input data. There are other ways to do this, one is by letting actual humans evaluate the AE’s.

# (c) Use the code given in Tutorial 4 to create two different embeddings for the ETF data. Use your embedded spaces to determine which days are outliers (use 20 days). Do the two embeddings agree with each other on the outliers?

Like in the inclass exercise, first we load the data and normalize:

rm(list = ls())  
setwd(getwd())  
suppressMessages(library(tidyverse))

## Warning: package 'ggplot2' was built under R version 4.2.2

## Warning: package 'stringr' was built under R version 4.2.2

suppressMessages(library(keras))

## Warning: package 'keras' was built under R version 4.2.3

suppressMessages(library(reticulate))

## Warning: package 'reticulate' was built under R version 4.2.2

suppressMessages(library(tensorflow))

## Warning: package 'tensorflow' was built under R version 4.2.3

suppressMessages(library(quanteda))

## Warning: package 'quanteda' was built under R version 4.2.3

suppressMessages(library(stringi))  
suppressMessages(library(readr))  
suppressMessages(library(DT))

## Warning: package 'DT' was built under R version 4.2.2

scale\_norm <- function(x){  
 ( x - min(x) ) / ( max(x) - min(x) )  
}  
  
library(quantmod)

## Warning: package 'quantmod' was built under R version 4.2.2

## Loading required package: xts

## Warning: package 'xts' was built under R version 4.2.2

## Loading required package: zoo

##   
## Attaching package: 'zoo'

## The following object is masked from 'package:quanteda':  
##   
## index

## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

##   
## Attaching package: 'xts'

## The following objects are masked from 'package:dplyr':  
##   
## first, last

## Loading required package: TTR

## Warning: package 'TTR' was built under R version 4.2.2

## Registered S3 method overwritten by 'quantmod':  
## method from  
## as.zoo.data.frame zoo

k <- 10 # how many years back?  
end<- format(Sys.Date(),"%Y-%m-%d")  
start<-format(Sys.Date() - (k\*365),"%Y-%m-%d")  
symetf = c('XLY', 'XLP', 'XLE', 'XLF', 'XLV', 'XLI', 'XLB', 'XLK', 'XLU')  
l <- length(symetf)  
w0 <- NULL  
for (i in 1:l) {  
 dat0 = getSymbols(  
 symetf[i],  
 src = "yahoo",  
 from = start,  
 to = end,  
 auto.assign = F,  
 warnings = FALSE,  
 symbol.lookup = F  
 )  
 w1 <- dailyReturn(dat0)  
 w0 <- cbind(w0, w1)  
}  
time <- as.Date(substr(index(w0), 1, 10))  
w0 <- as.matrix(w0)  
colnames(w0) <- symetf  
  
x <- scale\_norm(w0)  
head(x)

## XLY XLP XLE XLF XLV XLI  
## 2013-05-23 0.5816844 0.5681385 0.5931756 0.5793384 0.5787703 0.5834471  
## 2013-05-24 0.5484684 0.5828117 0.5405740 0.5595212 0.5483014 0.5478918  
## 2013-05-28 0.5834813 0.5613564 0.5858085 0.5847353 0.5848525 0.5712610  
## 2013-05-29 0.5282806 0.5037778 0.5506910 0.5567166 0.5132669 0.5409902  
## 2013-05-30 0.5567166 0.5459221 0.5503423 0.5900024 0.5765246 0.5731657  
## 2013-05-31 0.5255502 0.5052415 0.4995522 0.5114936 0.4960296 0.5303021  
## XLB XLK XLU  
## 2013-05-23 0.5883059 0.5795456 0.5560127  
## 2013-05-24 0.5472111 0.5523624 0.5271394  
## 2013-05-28 0.5819250 0.5697998 0.5246837  
## 2013-05-29 0.5479397 0.5497717 0.5156660  
## 2013-05-30 0.5655214 0.5741225 0.5640269  
## 2013-05-31 0.5135069 0.5307711 0.5399470

cor(x)

## XLY XLP XLE XLF XLV XLI XLB  
## XLY 1.0000000 0.6370681 0.5287869 0.7529192 0.6958260 0.7970516 0.7561110  
## XLP 0.6370681 1.0000000 0.4426143 0.6443398 0.7221013 0.6995311 0.6595520  
## XLE 0.5287869 0.4426143 1.0000000 0.6978767 0.4981822 0.7011938 0.7051618  
## XLF 0.7529192 0.6443398 0.6978767 1.0000000 0.7055338 0.8809357 0.8277364  
## XLV 0.6958260 0.7221013 0.4981822 0.7055338 1.0000000 0.7383381 0.7065382  
## XLI 0.7970516 0.6995311 0.7011938 0.8809357 0.7383381 1.0000000 0.8854814  
## XLB 0.7561110 0.6595520 0.7051618 0.8277364 0.7065382 0.8854814 1.0000000  
## XLK 0.8618549 0.6500390 0.4978649 0.7106374 0.7398835 0.7624135 0.7335375  
## XLU 0.4644254 0.7175722 0.3661169 0.4888450 0.5622907 0.5538516 0.5225689  
## XLK XLU  
## XLY 0.8618549 0.4644254  
## XLP 0.6500390 0.7175722  
## XLE 0.4978649 0.3661169  
## XLF 0.7106374 0.4888450  
## XLV 0.7398835 0.5622907  
## XLI 0.7624135 0.5538516  
## XLB 0.7335375 0.5225689  
## XLK 1.0000000 0.4769086  
## XLU 0.4769086 1.0000000

TT <- NROW(x)   
P <- NCOL(x)

We took the in class model and built on this.

First embedding: I increased the number of features in the hidden layer of the autoencoder to 5 . This allows the model to learn a more complex representation of the input data. We can adjust this value further to experiment with different dimensions of the latent space. I also increased the number of epochs to 200 and the batch size to 256. These changes can potentially improve the training of the model by allowing it to see the data more times during training (more epochs) and processing more samples in each batch.

# ~ Model ~~~~~~~~~~~~~~  
num\_features <- 5  
input\_size = P  
output\_size = P  
epochss <- 200  
batch\_sizee <- 2^8  
  
  
inputt = layer\_input(shape = P)  
outputt <- inputt %>% layer\_dense(units=num\_features, activation = "relu") %>%   
 layer\_dense(units=P, activation = "sigmoid")   
  
AE2 = keras\_model(inputt, outputt)  
summary(AE2)

## Model: "model"  
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## Layer (type) Output Shape Param #   
## ================================================================================  
## input\_1 (InputLayer) [(None, 9)] 0   
## dense\_1 (Dense) (None, 5) 50   
## dense (Dense) (None, 9) 54   
## ================================================================================  
## Total params: 104  
## Trainable params: 104  
## Non-trainable params: 0  
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

AE2 %>% compile(optimizer= "adam", loss= "mean\_squared\_error")  
AE2 %>% fit(x, x, epochs=epochss, batch\_size= batch\_sizee, verbose = 0)   
  
pred\_ae <- predict(AE2, x= x)  
head(pred\_ae)

## [,1] [,2] [,3] [,4] [,5] [,6] [,7]  
## [1,] 0.5744382 0.5676459 0.5792792 0.5744700 0.5713332 0.5753987 0.5790826  
## [2,] 0.5582066 0.5565706 0.5482364 0.5529835 0.5597928 0.5546228 0.5504519  
## [3,] 0.5755846 0.5674457 0.5731817 0.5723901 0.5734642 0.5738932 0.5751054  
## [4,] 0.5517662 0.5540352 0.5607591 0.5607818 0.5488192 0.5558386 0.5584522  
## [5,] 0.5656320 0.5610582 0.5704439 0.5740387 0.5603529 0.5677732 0.5712724  
## [6,] 0.5351261 0.5427039 0.5319164 0.5419837 0.5356938 0.5358032 0.5317129  
## [,8] [,9]  
## [1,] 0.5680086 0.5690426  
## [2,] 0.5578254 0.5530006  
## [3,] 0.5677250 0.5665456  
## [4,] 0.5608811 0.5567531  
## [5,] 0.5691758 0.5628082  
## [6,] 0.5522444 0.5414082

# x11()  
par(mfrow=c(5,2))  
par(mar = c(1, 1, 1, 1)) # To eliminate "Error in plot.new() : figure margins too large"   
for (ii in 1:P) {  
 plot(x[,ii], ylab="", main= symetf[[ii]])  
 points(pred\_ae[,ii],col=4, cex=0.8)  
}  
  
squared\_error <- (pred\_ae - x)^2   
error\_for\_days <- apply(squared\_error, 1 ,sum)  
  
num\_outliers <- 20  
tmp\_dates\_1 <- time[order(error\_for\_days) %>% tail(num\_outliers)]  
tmp\_ind <- time %in% tmp\_dates\_1   
  
# x11()  
# par(mfrow=c(3,3))  
# for (ii in 1:P) {  
# plot(w0[,ii] ~ time, ylab= "", main= symetf[[ii]])  
# points(w0[tmp\_ind,ii] ~ time[tmp\_ind], col= 4, pch= 19)  
# }
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Second embedding: Alternative activation function: Instead of using “relu” in the hidden layer, I used “tanh”. The hyperbolic tangent function can produce different output ranges compared to “relu” and might be suitable for capturing different types of patterns in the data. Alternative optimizer: Instead of using “adam”, I used “RMSprop”. RMSprop is another popular optimizer that adapts the learning rate based on the gradient’s moving average. Different optimizers can affect the convergence speed and performance of the model.

# ~ Model ~~~~~~~~~~~~~~  
num\_features <- 5  
input\_size = P  
output\_size = P  
epochss <- 200  
batch\_sizee <- 2^8  
  
  
inputt = layer\_input(shape = P)  
outputt <- inputt %>% layer\_dense(units=num\_features, activation = "tanh") %>%   
 layer\_dense(units=P, activation = "linear")   
  
AE1 = keras\_model(inputt, outputt)  
summary(AE1)

## Model: "model\_1"  
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## Layer (type) Output Shape Param #   
## ================================================================================  
## input\_2 (InputLayer) [(None, 9)] 0   
## dense\_3 (Dense) (None, 5) 50   
## dense\_2 (Dense) (None, 9) 54   
## ================================================================================  
## Total params: 104  
## Trainable params: 104  
## Non-trainable params: 0  
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

AE1 %>% compile(optimizer= "RMSprop", loss= "mean\_squared\_error")  
AE1 %>% fit(x, x, epochs=epochss, batch\_size= batch\_sizee, verbose = 0)   
  
pred\_ae <- predict(AE1, x= x)  
head(pred\_ae)

## [,1] [,2] [,3] [,4] [,5] [,6] [,7]  
## [1,] 0.5721696 0.5813856 0.5943040 0.5800585 0.5762843 0.5842614 0.5820655  
## [2,] 0.5548742 0.5662082 0.5551408 0.5440989 0.5508356 0.5387872 0.5339489  
## [3,] 0.5794507 0.5745221 0.5932932 0.5848982 0.5764685 0.5764995 0.5717843  
## [4,] 0.5624539 0.5402920 0.5516324 0.5630363 0.5509506 0.5488256 0.5335454  
## [5,] 0.5701179 0.5686983 0.5758541 0.5811383 0.5805264 0.5778355 0.5791416  
## [6,] 0.5255395 0.5264617 0.4980103 0.5209129 0.5307190 0.5244383 0.5164700  
## [,8] [,9]  
## [1,] 0.5849876 0.5713877  
## [2,] 0.5640574 0.5364347  
## [3,] 0.5795624 0.5652654  
## [4,] 0.5426443 0.5399009  
## [5,] 0.5733464 0.5743697  
## [6,] 0.5211366 0.5298699

# x11()  
par(mfrow=c(5,2))  
par(mar = c(1, 1, 1, 1)) # To eliminate "Error in plot.new() : figure margins too large"   
for (ii in 1:P) {  
 plot(x[,ii], ylab="", main= symetf[[ii]])  
 points(pred\_ae[,ii],col=4, cex=0.8)  
}  
  
squared\_error <- (pred\_ae - x)^2   
error\_for\_days <- apply(squared\_error, 1 ,sum)  
  
num\_outliers <- 20  
tmp\_dates\_2 <- time[order(error\_for\_days) %>% tail(num\_outliers)]  
tmp\_ind <- time %in% tmp\_dates\_2   
  
# x11()  
# par(mfrow=c(3,3))  
# for (ii in 1:P) {  
# plot(w0[,ii] ~ time, ylab= "", main= symetf[[ii]])  
# points(w0[tmp\_ind,ii] ~ time[tmp\_ind], col= 4, pch= 19)  
# }
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overlapping\_dates <- intersect(tmp\_dates\_2, tmp\_dates\_1)  
num\_overlapping\_dates <- length(overlapping\_dates)  
num\_overlapping\_dates

## [1] 14

12 out of the 20 dates overlap between the two embeddings.

## Exercise 4. Convolution [20 pt]

# (a)

Image is loaded by using magick package.

library(magick)

## Warning: package 'magick' was built under R version 4.2.3

## Linking to ImageMagick 6.9.12.3  
## Enabled features: cairo, freetype, fftw, ghostscript, heic, lcms, pango, raw, rsvg, webp  
## Disabled features: fontconfig, x11

im1 <- image\_read("~/Data-Science-Business-Analytics/Data/triang.png")  
#print(image)  
imdat1 <- image\_data(im1, channels= "rgb") %>% as.integer

# (b)

1 layer, white padding added to the image.

# imdat1 %>% dim %>% print  
N <- NROW(imdat1)  
  
imdat\_pad <- cbind(rep(255, N), imdat1[,,1])  
imdat\_pad <- rbind(rep(255, (N+1)), imdat\_pad)  
imdat\_pad <- cbind(imdat\_pad, rep(255, (N+1)) )  
imdat\_pad <- rbind(imdat\_pad, rep(255, (N+2)) )  
dim(imdat\_pad)

## [1] 347 347

# (c)

Prewitt operator is used and applied to previously loaded image. See markdown for code.

# (d)

Plot of the result using image read from magick package. ![](data:image/png;base64,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)

## Exercise 5. Model architecture [20 pt]

# (a)

Accuracy is a metric that measures the proportion of correctly classified instances out of total number of instances. This is pretty straightforward. Cross Categorical Entropy Loss, on the other hand, is a loss function that quantifies the dissimilarity between predicted class probabilities and true class probabilities. So, while accuracy focusses on correctness, the CCE loss accounts for the confidence of predictions. Both metrics are important in evaluating and improving classification models.

# (b)

# Setup ----------  
# ~~~~~~~~~~~~~~~~  
  
knitr::opts\_chunk$set(  
 comment = '',  
 fig.width = 6,  
 fig.height = 6,  
 cache = FALSE  
)  
library(magrittr)

## Warning: package 'magrittr' was built under R version 4.2.3

##   
## Attaching package: 'magrittr'

## The following object is masked from 'package:purrr':  
##   
## set\_names

## The following object is masked from 'package:tidyr':  
##   
## extract

library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

library(reticulate)  
library(tensorflow)  
library(keras)  
library(tidyverse)

Load the data:

# Let's first check Multinomial regression  
library(nnet)  
  
scale\_norm <- function(x){  
 ( x - min(x) ) / ( max(x) - min(x) )  
}  
  
Trainx <- as.data.frame( trainn[,-1] )  
Trainx\_scaled <- scale\_norm(Trainx)  
  
test\_scaled <- scale\_norm(testt)  
Trainy <- as.factor(as.matrix(trainn[,1]))  
dat <- data.frame(y= Trainy, as.matrix(Trainx\_scaled))  
  
# The following line takes couple of minutes!  
multnom <- multinom(y ~., data = dat,   
 maxit= 10, MaxNWts= 7860,   
 abstol= 10^(-2) )

# weights: 7860 (7065 variable)  
initial value 138155.105580   
iter 10 value 30784.844143  
final value 30784.844143   
stopped after 10 iterations

pred\_multnom <- predict(multnom,   
 newdata= test\_scaled[,-1],   
 type= 'probs')  
dim(pred\_multnom)

[1] 10000 10

head(pred\_multnom,2)

0 1 2 3 4 5  
1 0.001396791 4.432693e-06 0.0003381288 0.01165932 1.965738e-04 0.0002850107  
2 0.010152684 1.205343e-03 0.6437667730 0.02456290 3.482945e-06 0.0053775310  
 6 7 8 9  
1 1.143232e-05 9.744268e-01 0.0001613626 1.152010e-02  
2 2.941067e-01 2.337532e-06 0.0208055745 1.662543e-05

ii <- 2  
pred\_multnom[ii,] %>% barplot

![](data:image/png;base64,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)

Show\_label(ii, data= testt)
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pred\_multnom <- max.col(pred\_multnom) # apply a maximum to determine the class  
pred\_multnom <- pred\_multnom - 1 # to convert to digits  
pred\_multnom[ii]

[1] 2

er <- mean(pred\_multnom != testt[,1])  
print(paste('Accuracy', 1 - er))

[1] "Accuracy 0.852"

library(caret)

Loading required package: lattice

Attaching package: 'caret'

The following object is masked from 'package:tensorflow':  
  
 train

The following object is masked from 'package:purrr':  
  
 lift

library(e1071)  
confusion\_mn <- caret::confusionMatrix(data= factor(pred\_multnom), reference=factor(testt[,1]))  
confusion\_mn$table

Reference  
Prediction 0 1 2 3 4 5 6 7 8 9  
 0 678 0 20 6 7 18 24 3 13 16  
 1 0 1086 10 0 0 8 3 10 12 6  
 2 5 1 843 8 3 4 3 23 7 5  
 3 14 29 39 949 15 97 2 39 66 41  
 4 0 0 14 0 879 11 8 10 8 40  
 5 249 0 6 18 1 612 7 0 24 6  
 6 19 4 28 5 14 26 905 0 12 1  
 7 3 1 20 8 1 9 0 890 13 14  
 8 11 14 41 12 11 91 6 3 800 2  
 9 1 0 11 4 51 16 0 50 19 878

Accuracy 0.852 # (c) In all of the network architectures we use the sigmoid transfer function for all of the hidden layers. I’ve selected a common loss function called categorical cross entropy. I’ve selected one of the simplest optimization algorithms: Stochastic Gradient Descent (SGD). Our output layer also uses a special activation function called softmax. This normalizes the values from the ten output nodes such that: all the values are between 0 and 1, andthe sum of all ten values is 1.

MODEL 1: The first model has a single hidden layer with 32 nodes using the sigmoid activation function with a batch size of 128 and 5 epochs.

# Now with keras  
library(reticulate)  
reticulate::py\_discover\_config()

python: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate/python.exe  
libpython: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate/python38.dll  
pythonhome: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate  
version: 3.8.16 | packaged by conda-forge | (default, Feb 1 2023, 15:53:35) [MSC v.1929 64 bit (AMD64)]  
Architecture: 64bit  
numpy: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate/Lib/site-packages/numpy  
numpy\_version: 1.24.2  
  
NOTE: Python version was forced by RETICULATE\_PYTHON

# use\_python(python= "")  
library(tensorflow)  
library(keras)  
# tensorflow::tf\_config()  
# tf$constant("Hellow Tensorflow")  
  
# convert, for training in keras  
y\_train <- to\_categorical(trainn[,1]) %>% as.matrix  
y\_test <- to\_categorical(testt[,1]) %>% as.matrix  
  
first\_model <- keras\_model\_sequential() %>%   
 layer\_dense(units = 32, activation = "sigmoid", input\_shape = c(28\*28)) %>%   
 layer\_dense(units = 10, activation = "softmax")  
  
first\_model %>% compile(  
 optimizer = optimizer\_sgd(), #optimizer\_adam,   
 loss = "categorical\_crossentropy",  
 metrics = c("accuracy", "mse")  
)  
  
first\_model %>% summary

Model: "sequential"  
\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
 Layer (type) Output Shape Param #   
================================================================================  
 dense\_5 (Dense) (None, 32) 25120   
 dense\_4 (Dense) (None, 10) 330   
================================================================================  
Total params: 25,450  
Trainable params: 25,450  
Non-trainable params: 0  
\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

epochss <- 5 # change to 5 or 10.   
first\_model %>% fit(as.matrix(Trainx\_scaled),   
 y\_train, epochs = epochss,   
 verbose= 1)  
  
evaluate\_1 <- first\_model %>%   
 evaluate(as.matrix(test\_scaled[,-1]), y\_test, verbose=1)  
evaluate\_1

loss accuracy mse   
0.42648852 0.89289999 0.01821324

Accuracy of 0.8957, this model outperforms the multinomial regression model. Let’s see if we can do even better.

MODEL 2: In this model we keep a couple of hyperparameters fixed, while we play around with the number of nodes. These fixed hyperparameters are: SGD, 10 epochs and the categorical cross entropy loss function. First, we increased the number of epochs to 10, the accuracy increased slightly to 0.91, keeping everything else the same. Then, we increased the number of nodes in the layer (32 (0.9119 ), 64 (0.9147), 128 (0.9133), 256 (0.9127), 512 (0.9093), 1024 (0.9121)). The sweet spot seems to be with 64 nodes with an accuracy of 0.9147. Lastly, we tried to add some width our neural network. We tried repeated layers of 32 nodes, 64 nodes which seemed to degrade the overall performance. We also tried to increase the depth with each layer (64, 128, 256). These models performed worse than the single layer network.

# Now with keras  
library(reticulate)  
reticulate::py\_discover\_config()

python: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate/python.exe  
libpython: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate/python38.dll  
pythonhome: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate  
version: 3.8.16 | packaged by conda-forge | (default, Feb 1 2023, 15:53:35) [MSC v.1929 64 bit (AMD64)]  
Architecture: 64bit  
numpy: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate/Lib/site-packages/numpy  
numpy\_version: 1.24.2  
  
NOTE: Python version was forced by RETICULATE\_PYTHON

# use\_python(python= "")  
library(tensorflow)  
library(keras)  
# tensorflow::tf\_config()  
# tf$constant("Hellow Tensorflow")  
  
# convert, for training in keras  
y\_train <- to\_categorical(trainn[,1]) %>% as.matrix  
y\_test <- to\_categorical(testt[,1]) %>% as.matrix  
  
second\_model <- keras\_model\_sequential() %>%   
 layer\_dense(units = 64, activation = "sigmoid", input\_shape = c(28\*28)) %>%   
 layer\_dense(units = 10, activation = "softmax")  
# Why softmax?  
  
second\_model %>% compile(  
 optimizer = optimizer\_sgd(), #optimizer\_adam,   
 loss = "categorical\_crossentropy",  
 metrics = c("accuracy", "mse")  
)  
  
second\_model %>% summary

Model: "sequential\_1"  
\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
 Layer (type) Output Shape Param #   
================================================================================  
 dense\_7 (Dense) (None, 64) 50240   
 dense\_6 (Dense) (None, 10) 650   
================================================================================  
Total params: 50,890  
Trainable params: 50,890  
Non-trainable params: 0  
\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

epochss <- 10 # change to 5 or 10.   
second\_model %>% fit(as.matrix(Trainx\_scaled),   
 y\_train,  
 epochs = epochss,  
 verbose= 1)  
  
evaluate\_2 <- second\_model %>%   
 evaluate(as.matrix(test\_scaled[,-1]), y\_test, verbose=1)  
evaluate\_2

loss accuracy mse   
0.30977961 0.91250002 0.01337729

Our final second model is a model with 1 layer with 64 neurons, using stochastic gradient descent and 10 epochs. The final accuracy of this model is 0.9147.

MODEL 3: In this model we use a different optimization procedure. We try Adam optimization. Adam optimization is well-suited for cases with large amounts of data and parameters. We try this for our simple single layer network with 64 neurons The accuracy increases significantly from 0.9147 to 0.9720. We try to add layers(128, 256), using the Adam optimization procedure, but the accuracy does not increase (0.9673). We try a regularization technique by adding a dropout layer after each layer, which also yield worse results than our single layer (64) model (0.9712).

# Now with keras  
library(reticulate)  
reticulate::py\_discover\_config()

python: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate/python.exe  
libpython: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate/python38.dll  
pythonhome: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate  
version: 3.8.16 | packaged by conda-forge | (default, Feb 1 2023, 15:53:35) [MSC v.1929 64 bit (AMD64)]  
Architecture: 64bit  
numpy: C:/Users/Mo/AppData/Local/r-miniconda/envs/r-reticulate/Lib/site-packages/numpy  
numpy\_version: 1.24.2  
  
NOTE: Python version was forced by RETICULATE\_PYTHON

# use\_python(python= "")  
library(tensorflow)  
library(keras)  
# tensorflow::tf\_config()  
# tf$constant("Hellow Tensorflow")  
  
# convert, for training in keras  
y\_train <- to\_categorical(trainn[,1]) %>% as.matrix  
y\_test <- to\_categorical(testt[,1]) %>% as.matrix  
  
third\_model <- keras\_model\_sequential() %>%   
 layer\_dense(units = 64, activation = "sigmoid", input\_shape = c(28\*28)) %>%  
 # layer\_dropout(rate = 0.2) %>%   
 # layer\_dense(units = 128, activation = "sigmoid", input\_shape = c(28\*28)) %>%  
 # layer\_dropout(rate = 0.1) %>%  
 # layer\_dense(units = 256, activation = "sigmoid", input\_shape = c(28\*28)) %>%  
 layer\_dense(units = 10, activation = "softmax")  
# Why softmax?  
  
third\_model %>% compile(  
 optimizer = optimizer\_adam(), #optimizer\_adam,   
 loss = "categorical\_crossentropy",  
 metrics = c("accuracy", "mse")  
)  
  
third\_model %>% summary

Model: "sequential\_2"  
\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
 Layer (type) Output Shape Param #   
================================================================================  
 dense\_9 (Dense) (None, 64) 50240   
 dense\_8 (Dense) (None, 10) 650   
================================================================================  
Total params: 50,890  
Trainable params: 50,890  
Non-trainable params: 0  
\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

epochss <- 10 # change to 5 or 10.   
third\_model %>% fit(as.matrix(Trainx\_scaled),   
 y\_train,  
 epochs = epochss,  
 verbose= 1)  
  
evaluate\_3 <- third\_model %>%   
 evaluate(as.matrix(test\_scaled[,-1]), y\_test, verbose=1)  
evaluate\_3

loss accuracy mse   
0.096930988 0.969600022 0.004491325

Our final model is a single layer model, with 64 neurons, using the Adam optimization procedure. Using this model we achieve an accuracy of 0.9720. We are content with these results.

# (d)

Our final model uses the following hyperparameters:

Number of epochs: 10 Batch size: 32(defualt) Optimization algorithm: Adam Loss function: Categorical Cross Entropy Activation function: Sigmoid and Softmax Number of layers: 1 (64 neurons)

# (e)

We did manage to beat the multinomials model. The accuracy of this model was 0.852, whereas our final model boasts an accuracy of 0.9720.

# (f)

First the confusion matrix for our final model:

true\_labels  
predicted\_labels 0 1 2 3 4 5 6 7 8 9  
 0 949 0 14 5 1 14 18 4 5 13  
 1 0 1098 16 1 4 5 3 23 12 7  
 2 2 0 887 24 6 7 12 31 12 9  
 3 2 6 20 893 0 64 1 4 30 8  
 4 0 1 20 2 895 14 18 7 12 49  
 5 13 2 1 34 2 716 19 1 34 18  
 6 9 4 18 2 14 18 883 0 14 0  
 7 1 1 17 20 2 8 1 913 9 32  
 8 4 23 36 23 6 37 3 3 829 7  
 9 0 0 3 6 52 9 0 42 17 866

The final NN model performs quite well overall. Observe that most of the values on the diagonal are high. The number 0 has the highest count of correct predictions, followed by 1. There is some misclassification here and there, the model seems to struggle the most with the numbers 3 and 5.

Confusion matrix of the MN model:

confusion\_mn$table

Reference  
Prediction 0 1 2 3 4 5 6 7 8 9  
 0 678 0 20 6 7 18 24 3 13 16  
 1 0 1086 10 0 0 8 3 10 12 6  
 2 5 1 843 8 3 4 3 23 7 5  
 3 14 29 39 949 15 97 2 39 66 41  
 4 0 0 14 0 879 11 8 10 8 40  
 5 249 0 6 18 1 612 7 0 24 6  
 6 19 4 28 5 14 26 905 0 12 1  
 7 3 1 20 8 1 9 0 890 13 14  
 8 11 14 41 12 11 91 6 3 800 2  
 9 1 0 11 4 51 16 0 50 19 878

Let’s compare the results for our final model and the multinomial model by using a confusion matrix. Each cell in the matrix represents the difference between the predicted labels of the models and the true labels.

confusion\_matrix\_total <- confusion\_matrix-confusion\_mn$table  
confusion\_matrix\_total

true\_labels  
predicted\_labels 0 1 2 3 4 5 6 7 8 9  
 0 271 0 -6 -1 -6 -4 -6 1 -8 -3  
 1 0 12 6 1 4 -3 0 13 0 1  
 2 -3 -1 44 16 3 3 9 8 5 4  
 3 -12 -23 -19 -56 -15 -33 -1 -35 -36 -33  
 4 0 1 6 2 16 3 10 -3 4 9  
 5 -236 2 -5 16 1 104 12 1 10 12  
 6 -10 0 -10 -3 0 -8 -22 0 2 -1  
 7 -2 0 -3 12 1 -1 1 23 -4 18  
 8 -7 9 -5 11 -5 -54 -3 0 29 5  
 9 -1 0 -8 2 1 -7 0 -8 -2 -12

The positive values indicate that the NN model predicted those numbers more than the MN model, while negative values indicate that the MN model made more predictions for those numbers. The values in the diagonal (top-left to bottom-right) represent the correct predictions for each class.

The NN model generally had higher correct prediction counts across most numbers, with relatively few misclassifications. Numbers 0 and 1 had the highest correct prediction counts, while numbers 3 and 5 had relatively higher misclassifications with other numbers

The MN model had lower correct prediction counts for several numbers compared to the first model. It also had a higher number of misclassifications, particularly in numbers 3, 4, and 8. However, it performed well in numbers 0, 1, and 6, with higher correct prediction counts.

Overall, the NN model appeared to have better performance in terms of overall accuracy and lower misclassification rates, while the MN model had some specific classes where it performed better. Further analysis and evaluation metrics would be required to make a more comprehensive assessment of the models’ performances.